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Abstract

Data collected by the CMS detector of 13 TeV centre of mass proton-proton collisions, provided

during run 2 of the LHC, constitutes an integrated luminosity of 12.9 fb−1. This provides a tool to probe

a previously unmeasured process, double parton scattering (DPS) in same-sign WW. Leptonic decay to a

muon and associated neutrino was selected for each W boson. In this manner complicated backgrounds

were all but negated. A BDT was trained against the most kinematically similar background, and

appropriate statistical measures were used to estimate the contribution of fake leptons from W+jets

and, to a lesser extent, ttbar. An expected uncertainty on the signal of 52% was extracted, or 2σ

significance. An in-progress analysis will determine a limit on the production cross section.
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1 Introduction

As one of the foremost tools of exploring the Stan-
dard Model, the Large Hadron Collider (LHC) uses
proton-proton collisions to gain insight into the var-
ious processes and particles that constitute the uni-
verse. Typical analyses concentrate on single parton
interactions within the proton-proton collisions; how-
ever, this report focusses on the measurement of a
process in which two partons interact simultaneously,
producing two distinct hard scatters. The high energy
of the LHC events allows for precise measurement of
these multiple hard scatterings.

In a naive model of DPS the cross section of any
DPS process A+B is given by

σDPSA+B =
m

2

σA × σB
σeff

(1)

where σeff is ≈ 15 mb as measured by CMS
and ATLAS. From this formula σDPSWW is calculated
as 126.2 fb, whereas the cross section obtained from
pythia 8 is 147.6 fb. Both these cross sections have
W-¿l nu. With only this naive approximation, close
agreement to theory can be seen.

Same-sign WW production via DPS is an excel-
lent candidate for exploring DPS due to the relative
ease of separating signal from background. By nar-
rowing the analysis to muon and associated neutrino
decay only, the complicated and unsightly business of

jets associated with W to electron or quark decay can
be avoided.

The analysis utilizes data from 13 TeV centre of
mass collisions from LHC Run 2, with integrated lu-
minosity 12.9 fb−1. The two main backgrounds are
WZ, which looks similar to WW DPS when one of the
leptons from Z decay is lost, and fakes from W+jets
where one jet fakes a lepton of the same charge. To
a lesser extent fakes are also observed from ttbar. A
multivariate analysis was performed in order to dis-
tinguish WZ from DPS WW, which have numerous
similarities and can be difficult to separate. Atten-
tion was paid to the significant background of fake
leptons by performing an estimation from data.

2 The Experiment

2.1 LHC and CMS Detector

Operating at 13 TeV centre of mass energy, the
LHC is a 27 km circular accelerator that produces pro-
ton bunch crossings at a frequency of 40 MHz. The
byproducts of the high energy collisions during these
crossings are analyzed in an attempt to gain insight
into the nature of the collisions and the subatomic
particles involved.

CMS is a general purpose detector at the LHC. As
the name would suggest, a key feature of the appa-
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ratus is the superconducting niobium-titanium alloy
solenoid, which provides a maximum magnetic field
of 3.8 T.

Surrounding the beam pipe while remaining
within the bulk of the magnet are, in order of ra-
dial distance from the beam pipe, a layered silicon
pixel and strip tracker, a lead tungstate crystal elec-
tromagnetic calorimeter, and a brass and scintillator
hadron calorimeter (HCAL). Each of these compo-
nents is composed of a barrel and two endcaps, allow-
ing the detector to be hermetically sealed.

Finally, high precision measurements of muons is
made by a muon chamber system. Three types of
gas-filled detectors are encased in the return yoke of
the magnet. The combination of tracking and muon
chambers results in a momentum resolution of roughly
1% for muons considered in this analysis. For more
information see [1] and [2].

Information about the transverse momentum, the
projection of particle momentum onto the transverse
plane, ~pT , is obtained from the tracking detectors.
Conservation of momentum gives ~pmissT , the negative
of the vector sum of all particle momenta from a
given event. The HCAL provides valuable informa-
tion about the missing energy in the transverse plane,
EmissT , which is the magnitude of the aforementioned
~pmissT .

Several important variables arise from the geom-
etry of the detector. φ, the azimuthal angle, is mea-
sured in the xy plane, and the polar angle θ is mea-
sured from the positive z direction. Of more use is
the pseudo-rapidity, η = −log[tan( θ2 ]. Both η and φ
will be of use in the following analysis.

3 Event Selection and WZ MVA

There are several basic characteristics that a same
sign WW DPS event should exhibit, and these provide
the basis for quality cuts on the data. Naturally only
events with at least two muons are selected, requir-
ing the leading muon to have transverse momentum
greater than 25 GeV, and the sub-leading muon to
surpass 20 GeV. If a third lepton is present then it
must have a transverse momentum below 5 GeV for
muons, 7 GeV for electrons, and 20 GeV for hadroni-
cally decaying taus. Leptons are selected using a lep-
ton MVA set at 0.75. The missing transverse energy
had to exceed 15 GeV.

At most one jet is allowed, with pT > 30, and
|η| < 2.4, and b-jets are vetoed with pT > 25,
|η| < 2.4, and a loose working point of the CSV dis-
criminator.

A TMAV [3] BDT was trained to distinguish WZ
from the DPS signal after a short study on observ-
ables in which the two processes differ in shape. Sev-
eral input cuts were implemented in order to restrict
backgrounds from top quark production.

Flavour selections were made for the purposes of
the BDT. For the background only same sign lepton
pairs were allowed; events with two muons, two elec-
trons, or an electron and a muon were all accepted.
This was loosened for the signal to increase the sample
size by also allowing opposite sign pairs.

3.1 Observables Sensitive to DPS

The observables most sensitive to DPS WW pro-
duction were chosen based on their background rejec-
tion vs. signal efficiency.

• MT2 of both leptons and EmissT

• Transverse momentum of leading muon, pµ1T
• Transverse momentum of subleading muon, pµ2T
• Missing transverse energy, EmissT

• mT (µ1, µ2)

• mT (µ1, E
miss
T )

• η1 ∗ η2
• |η1 + η2|
• Transverse angular separation between the lead-

ing muon and EmissT , |∆φ(µ1, E
miss
T )|

• Transverse angular separation between the
leading muon and the subleading muon,
|∆φ(µ1, µ2)|
• Transverse angular separation between the vec-

tor sum of the muons and the subleading muon,
|∆φ(ll, µ2)|

WheremT (a, b) =
√

2 · pa · pb · (1− cos(∆φ(a, b)))
is the transverse mass of objects a and b.

3.2 BDT MVA

MVA analysis using BDT increases sensitivity to
DPS by training against WZ, one of the more difficult
backgrounds to discriminate from DPS. By training
selectively on the WZ background only, rather than
on a variety of backgrounds, this ensures maximal re-
jection against the kinematically most similar back-
ground WZ.

The power of the BDT can be summarized by not-
ing that at 55% background rejection 90% signal effi-
ciency is retained.

Figure 1 shows the discrimination power of the
trained BDT variable. The WZ background is cho-
sen to be flat and the signal is heavily concentrated
towards a value of 1.
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Figure 1: The BDT variable for MC WW and WZ
data.

Simultaneously TMVA was used to evaluate a Fis-
cher discriminant and rectangular cuts and the BDT
was found to be superior to both. Figure 2 demon-
strates each training variable and the difference be-
tween signal and background, with signal in blue and
background in red.

Figure 2: The BDT variable for MC WW and WZ
data.

4 Signal Efficiency Estimation

When comparing MC simulation to data, it is nec-
essary to ensure that all processes are properly scaled.
It is not sufficient to simply consider the total inte-
grated luminosity and the cross section of a particu-
lar process, as there are effects relating to the trigger
efficiency and the efficiency of the detector to recon-
struct, in this case, a prompt lepton.

4.1 Trigger and Reconstruction Efficien-
cies

In order to calculate the ratio of the data to MC
efficiency, one can look at DY data with two leptons
of opposite charge and the standard quality cuts. In
this region DY is the only expected background. A fit
of the MC is performed to the data in two scenarios:
one where both leptons are tight leptons, and another
where at least one lepton is tight. In the first case,
the ratio of data to MC (i.e. the scale factor) is the
ratio of the efficiency of the event, and is given by

εtriggerεl1εl2
1 · εM,l1εM,l2

= Scale Factor

where the scale factor is that on DY determined
by the fitting algorithm, and ε(li) is the lepMVA ef-
ficiency of the i-th lepton in data. Similarly, εM,li is
the efficiency of the i-th lepton in MC. These are as-
sumed to be equal for both leptons; that is, εl1 = εl2 ,
and the same for MC. εtrigger is the efficiency of the
trigger, which is not present in MC. This leaves

εtrigger
ε2

ε2M
= Scale Factor

In the second case, the efficiency of the leptons
is assumed to be equal again, but only one lepton is
necessarily tight. Therefore

εtrigger[εl1 + εl2 − εl1εl2]
1 · [εM,l1 + εM,l2 − εM,l1εM,l2]

=

εtrigger
2ε− ε2

2εM − ε2M
= Scale Factor

Using the fit to the data and the two equations,
the ratio of ε/εM can be determined. This ratio was
determined to be 0.987, and is applied to all MC. The
trigger efficiency for data can also be determined from
the scale factor.

εtrigger =
Scale factor from Z→ 2 tight leptons

0.9872
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4.2 WZ Scale Factor

Knowing these factors now allows for study of a se-
lection on 3 leptons, from which the scale factor for
WZ can be determined. With three leptons, the 0.987
ratio must be cubed. Three different cases were ex-
amined, triple muon events both with and without
the trigger efficiency, as well as muon-muon-electron
events with the trigger efficiency as the trigger effi-
ciency for events with three muons is bound to be be-
tween that of events with two muons and 100%. From
this the median value was taken as the WZ scale fac-
tor. This results in 0.954.

The systematic uncertainty was taken as the ratio
of the maximum difference between the median and
the extremes and the median itself. This gives a final
scale factor and uncertainty on WZ of 0.954± 16%.

4.3 ZZ Scale Factor

In fitting WZ, one must first ensure that ZZ is
scaled properly, as that is still a significant back-
ground even in the 3 lepton region. In a 4 lepton
control region, ZZ is the only expected background.
Several cuts were put in place to select pure ZZ events,
namely restricting mZ1 and mZ2 to be within 60 and
120 GeV, and ensuring that the mass of the four lep-
tons from the event be greater than 182.4. The re-
sulting fit gives a scale factor of 1.24 ± 19%, which
is expected as the cross section for ZZ is now known
to be 20% higher than that used in the production of
the MC simulation.

5 Fakes

5.1 Prompt-Fake

In any experiment there is a disconnect between the
true physics of an event and what is reconstructed in
the detector. For any given event with leptons, each
lepton is either ’prompt’, meaning that the particle
was indeed a lepton, or ’fake’, meaning that the par-
ticle was not a lepton from bosonic decay. In sim-
ulation it is possible to distinguish the prompt from
the fake leptons, but in experimental data this is im-
possible, hence the disconnect between physics and
experiment.

To account for this problem, it is not necessary to
have an understanding of the fake leptons on a per-
lepton basis, but instead to determine an overall ’fake
rate’, that is, the probability that a fake lepton, given
that it passes a series of quality cuts, will pass an
MVA cut at a specific level (i.e. it is a tight lepton).

The MVA cut is a measure of how ’good’ a given lep-
ton is. Most true prompt leptons will have a very high
value close to 1, whereas fake leptons will have low or
negative values. This provides discriminating power
on the lepton events, and thus a basis for determining
the fake rate.

Determining the true fake rate for a particular
background would require isolating a pure sample of
the background; however, this is not necessarily pos-
sible in real data. Therefore, it is sufficient to choose
a region that is known to be rich in fake leptons, and
low in all other backgrounds. For any remaining back-
ground in the control region, it is possible to perform
a background subtraction using Monte Carlo data.

The measurement region used required one lepton
and a single jet away from the lepton with transverse
momentum > 30 GeV. EmissT < 15 is also required,
and |η| < 2.4 for both objects. Here there will be
some background from W and Z bosonic decay, which
will produce true leptons. In order to properly scale
the backgrounds to the data, a fit is performed to the
transverse mass of the lepton and EmissT (without the
EmissT < 15 requirement, scaling both QCD and the
combined W and Z Monte Carlo backgrounds to ob-
tain the best fit to the real data. The scale factor on
the bosonic background is then used to subtract the
W and Z from the data.

Figure 3: Fake rate map from QCD fake-rich region

The fake rate is then the number of leptons in the
region that are tight over all of the leptons. In this
manner the fake rate is extracted in four different re-
gions, based on pT and η of the lepton in question.
The η bins separate the barrel and the end caps of
the detector, and the pT bins are based on a plot of
the fake rate in MC QCD, which is low between 20-
30 GeV and relatively constant between 30-100 GeV.
The fake rate map is shown in Figure 3.
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Once the fake rate is obtained, it it applied to
tight, not-tight events. The leptons are sorted into
one of four bins, and are given a weight based on this
bin. The weight is

w =
f

1− f

where f is the fake rate in the given bin.

Comparison can be made in simulation, by apply-
ing the fake rate derived from QCD simulated events
to simulated W+jets events. This prediction is then
compared to the W+jets events that are known to
have a fake lepton. Good agreement is an indica-
tor that the method works. Fakes from W+jets in
truth matched simulation yields 14.93 ± 5.73 events,
whereas W+jets with fake rate, estimated from tight-
not-tight gives 16.02 ± 1.37, showing strong agree-
ment, and yielding a systematic uncertainty of ≈8%.

To further gauge the systematic uncertainty on
the fakes, the scale factor determined on the W and Z
backgrounds is varied by 10%, and the pT of the jet is
also adjusted. These adjustments are used to deter-
mine an uncertainty on the fake rate map. The upper
and lower values are then used to determine limits
on the number of fakes, resulting in 10% uncertainty.
The final systematic uncertainty on the number of
fakes is the 13%.

To ensure that the method used is correct, com-
parison between data and the MC backgrounds is
made by plotting several kinematic variables. As no
scale factors had yet been implemented, only the over-
all shape was important. From both checks it was seen
that not only is the method valid, but the relative un-
certainty of 13% is sufficient.

6 Results

Once all scale factors and the fake rate have been
estimated, a plot of the BDT discriminator can be
produced with all significant backgrounds in the sig-
nal region, and compared with data up to a value of
0.7 (to remain blinded in the high-sensitivity signal
region).

The agreement between simulation and data is
very good, which is promising for the future of the
analysis when examining the currently blinded region.
Table 1 gives the number of events for each simulated
background as well as signal that pass the BDT > 0.7
cut, along with the standard quality cuts. Note that
ZZ, WWW, and SPS are included in Rare MC.

Figure 4: Final BDT for simulation and data (<0.7)

Table 1: Simulation for BDT > 0.7

DPS 13.8 ± 0.6 (stat)
WZ 20.8 ± 0.7 (stat) ± 3.3 (syst)
Fakes 18.4 ± 2.2 (stat) ± 2.4 (syst)
Rare MC 3.6 ± 0.2 (stat) ± 0.5 (syst)

Table 2: Simulation and data for BDT < 0.7

DPS 2.8 ± 0.3 (stat)
WZ 43.3 ± 1.0 (stat) ± 6.9 (syst)
Fakes 44.3 ± 2.6 (stat) ± 5.8 (syst)
Rare MC 8.9 ± 0.3 (stat) ± 0.9 (syst)
All MC 102 ± 3.1 (stat) ± 13.3 (syst)
Data 105

From a fit of the signal and backgrounds (the lat-
ter floating within their uncertainty) to pseudo-data,
the expected uncertainty on DPS from same-sign WW
is 52%, corresponding to a σ of 2. This is a vast
improvement on work done in the past by CMS [4],
which never reached appropriate sensitivity and was
only able to produce a weak limit of σeff , which is
more readily constrained by other processes.

Future plans for the analysis include extending the
event selection to muon-electron events, which would
increase the statistics but requires a more in-depth
study of fake leptons.
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7 Conclusion

Same-sign WW DPS in proton-proton collisions
was studied using 12.9 fb−1 of 13 TeV data. A BDT
classifier was trained to discriminate against the kine-
matically similar WZ background with a missed lep-
ton from Z decay, and the fake rate method was
applied to data to estimate the fake contribution
from W+jets and ttbar. The reconstruction, ID, and
trigger efficiencies were approximated to produce a
data:MC scale factor, and other backgrounds were ap-
propriately scaled. An uncertainty of 52% is expected
on signal, or 2σ significance.
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